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Abstract:  
 
High Leverage Points (HLPs) are outlying observations in the X -directions. It is very imp
ortant to detect HLPs for low and high dimensional data because the computed values of 
various statistical estimates are affected by their presence.  In real application, many of t
he data are of high dimensional. It is of vital importance to identify HLPs before making a
ny statistical analysis to avoid misleading interpretation, for example to discriminate canc
erous cells from non-cancerous cells. Robust Principal Component Analysis (ROBPCA) i
s the popular method of identification of HLPs. Nonetheless, the weakness of the ROBP
CA is that it suffers from swamping effects for less than 30% of HLPs. In this paper, we p
ropose to extend the ROBPCA so that accurate number of HLPs is identified. The propo
sed method is called Improved ROBPCA and denoted as IRPCA. Numerical examples h
ave shown that the ROBPCA has swamping effect. The performance of the IRPCA and t
he existing Minimum Regularized Covariance Determinant and PCA-based method 
(MRCD-PCA) is equally good. However, The MRCD-PCA algorithm is quite cumbersome 
and required longer computational running time. The attractive feature of the IRPCA is 
that it provides a simpler algorithm and it is very fast.  
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1. Introduction:  
 

In real life problem, we may encounter data that are of high dimensional. The analysis of 
high-dimensional data has become increasingly important in many fields such as applied 
sciences and medicines. For instance, there are tens of thousands of gene expression 
values available in tumor classification utilizing genomic data; however, the number of 
arrays is only at the order of 10. Such high-dimensional data that refer to a situation when 
the number of predictor variables (p) is much larger than the sample size (n) forms a major 
statistical challenge in terms of data classification and other statistical analyses.  
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High dimensional data refers to the situations where the number of covariates or 
independent variables is much larger than the number of data points (i.e., p >> n).  Dealing 
with this kind of data sets involves new challenging issue since it is difficult to analyze 
high dimensional data, due to the high correlation between variables and the risk of model 
overfitting.  The application of conventional statistical approaches to high dimensional 
data tends to be ineffective, can cause serious misleading result and difficult interpretation 
on the pattern of the data particularly in the presence of outliers. 
 
Among the three types of outliers; vertical outliers, residual outliers, and high leverage 
points, HLPs have the most detrimental effect on the computed values of  various 
statistical estimates (Midi et al. 2021; Rashid et al. 2021; Zahariah & Habshah 2023; 
Habshah et al. 2023). Hence, it is imperative to identify HLPs before making any statistical 
analysis to avoid misleading interpretation.  Accurate detection of HLPs is of vital  
importance in statistical analysis, as an incorrect identification of such points will 
substantially disrupt the standard error of estimates and give rise to a multicollinearity 
problem, masking and swamping of outliers, overfitting or underfitting of a model which 
will lead to insignificant prediction (Zahariah et. al., 2022). Swamping’ refers to a situation 
where good observations incorrectly declared as outliers, while ‘masking’ refers to a 
situation where outliers are incorrectly declared as inliers  (Rashid et al. 2021). This is the 
reason why the detection of outliers or HLPs is essential before making any kind of 
inferences.  
 
There are many good papers in the literatures for the identification of HLPs in linear model 
and low dimensional data (Rousseeuw & Driessen, 1999;  Lim and Midi (2016). However, 
only scarce papers are available in the literature for the detection of HLPs in high 
dimensional data. Hubert et al. (2005) developed Robust Principal Component Analysis 
(ROBPCA) which is the combination of projection pursuit and robust covariance estimate, 
i.e. MCD.  ROBPCA is one of the popular method for the detection of HLPs in high 
dimensional data.  It can successfully identify HLPs, but has serious shortcoming whereby 
this method suffers from swamping effects for less than 30% of HLPs (Zahariah & 
Habshah 2023). Moreover by making an assumption that the k-dimensional variables 
follow a multivariate normal distribution, the ROBPCA uses cut-off point which is based 
on Chi-Squared distribution. This cut-off point is inappropriate unless normality 
assumption is satisfied. Nevertheless, in a real situation, there is no guarantee that data 
would come from a multivariate normal distribution.  
 
Robust Mahalanobis distance (RMD) is a very popular diagnostic tool used for the 
identification of HLPs (Hubert et al. 2012). Robust location and robust covariance matrix 
such as Minimum covariance determinant (MCD) are used in the computation of RMD 
(Rousseeuw, 1985).  However, most of the robust covariance matrix is only applicable for 
low dimensional data because it is not invertible in high dimension cases. To rectify this 
problem, Boudt et al. (2018) introduced a minimum regularized covariance determinant 
(MRCD). Robust Mahalanobis distance which is based on the MRCD (RMD-MRCD) is 
then established. Nonetheless, as per Zahariah and Habshah (2023), the RMD-MRCD 
method suffers from serious masking effect for p>200.  As a solution to this problem, 
Zahariah and Habshah (2023) proposed robust Mahalanobis distance (RMD) based on 
the combined methods of the minimum regularized covariance determinant and the 
principal component analysis. It is developed by incorporating the Principal Component 
Analysis (PCA) method in the MRCD algorithm and this method is denoted as MRCD-
PCA. However this method is quite cumbersome and takes longer computational time. As 
a solution to this shortcoming of the MRCD-PCA, in this paper another version of 
diagnostic method of identification of HLPs in high dimensional data is proposed. 
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2. Methodology:  
 

The Improved Robust Principal Component Analysis (IRPCA) for the Identification 
of High Leverage Points. 
 
As already mentioned in the introduction section, ROBPCA can correctly identify outliers. 
However, it suffers from a serious swamping effect especially for high dimensional data. 
Thus, we propose to improve the ROBPCA so that the swamping effect can be reduced.  
The proposed method that we call IRPCA combines the idea of principal component 
analysis (PCA) and Minimum Regularized Covariance Determinant (MRCD whereby it is 
simple to implement and takes less computation running times. This involved transforming 
a high-dimensional space into a lower-dimensional subspace by using PCA and 
subsequently conducting our work within this newly established principal component 
subspace. Then, the Minimum Regularized Covariance Determinant (MRCD) is applied 
to this newly derived low dimensional subspace to obtain the location and scatter matrix.  
Instead of using robust score distance (SD) or orthogonal distance (OD) to identify outliers 
in HDD as suggested by Hubert et al. (2005), we propose using Robust Mahalanobis 
distance (RMD) to detect HLPs and suggest a confident bound type of  cut-off point. 

The IRPCA methodue can be summarized as follows:  
 
Step   
1 

 
: 

 

Center the data by subtracting the median of each column jx from each 

observation ijx  

)( jij xmedianx 
 

(1) 
 

Step
2 

: Apply Principal Component Analysis (PCA) to the centered data to 
reduce from the original p variables into k dimensional subspace where 
k << p. The number of dimensions k retained is based on the Scree 
plot or Cumulative Variance for at least 80%. 
 

Step 
3 

: Project the data points on the k-dimensional subspace and obtain the 
principal component score where the score are the entries of  n × k 
matrix  
 

Tn,k = (Xn,p - 1n µ̂′)Pp,k (3) 
 

 

 
 
Step 
4 

 
 
: 

where Pp,k consists of the first k columns of Pp,p 

 
Estimate the robust scatter matrix of the principal component score 
within k-dimensional subspace using the Minimum Regularized 
Covariance Determinant (MRCD) estimator. The robust location and 

scatter estimates are indicated as 𝜇̂𝐼𝑅𝑃𝐶𝐴 and ∑𝐼𝑅𝑃𝐶𝐴, respectively. 
 

Step 
5 

: Calculate Robust Mahalanobis Distance (RMD) for each observation of 
the HDD based on the robust location and scatter estimates obtained 
from Step (4). The RMD of the proposed method is given by 
 

     𝑅𝑀𝐷𝑖(𝐼𝑅𝑃𝐶𝐴) = √(𝑥𝑖 − 𝜇̂𝐼𝑅𝑃𝐶𝐴)𝑇𝛴𝐼𝑅𝑃𝐶𝐴
−1 (𝑥𝑖 − 𝜇̂𝐼𝑅𝑃𝐶𝐴)                      (4) 
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Step 
6 

: Calculate the cut-off point to identify HLPs. Since the distribution 
of  𝑅𝑀𝐷𝑖(𝐼𝑅𝑃𝐶𝐴) is intractable, as per Habshah et al. (2009), Rashid et 
al. (2022) and Zahariah & Habshah (2023) , the confident bound type 
of cutoff point for 𝑅𝑀𝐷𝑖(𝐼𝑅𝑃𝐶𝐴) is employed as follows, 
 

𝑚𝑒𝑑𝑖𝑎𝑛(𝑅𝑀𝐷𝐼𝑅𝑃𝐶𝐴) + 3𝑀𝐴𝐷(𝑅𝑀𝐷𝐼𝑅𝑃𝐶𝐴) (5) 
 

Any observations such that its  𝑅𝑀𝐷𝑖(𝐼𝑅𝑃𝐶𝐴) exceeds the cut-off point are 
declared as HLPs. 

 
3. Result and Discussion: Simulation Study and Real Example 

 
A simulation study similar to that of Boudt et al. (2018) and Zahariah and Midi (2023) 
was conducted to assess the performance of our proposed IRPCA method and 
compared the results with the ROBPCA and MRCD-PCA methods. The results of the 
simulation study is not reported here.  The results show that the IRPCA and the  
MRCD-PCA are equally good in terms of having 100% successful in the detection of 
HLPs, no masking effect and a negligible swamping effect. Nonetheless the MRCD-
PCA algorithm is quite cumbersome and takes the longest computational running 
times.  On the other hand, the ROBPCA performs poorly for less than 30% HLPs. The 
running time for IRPCA is much faster than the MRCD-PCA and ROBPCA methods.  
 
The performance of the IRPCA method  is further investigated by using real data.  
A real skull data set is used to evaluate the performance of our proposed IRPCA 
method. In this study, we considered a sample of size  62, comprising of 38 individuals 
with syndromic craniosynostosis (SC), and 24 individuals with normal skull who 
attended the Craniofacial Clinic from November 2021 to December 2023 at University 
of Malaya Medical Centre, Kuala Lumpur. The inclusion criteria for SC patients was 
paediatric subjects with SC without any previous surgical intervention and paediatric 
subjects with complete cranial and facial CT scans. The exclusion criteria are non-
syndromic or isolated craniosynostosis (for patient group), subjects with existing or 
previous skull anomaly (for non-craniosynostosis group), incomplete CT scan records, 
and any midface hypoplasia associated with other diseases. The age range of the 
subjects was between 0 to 132 months. A total of 5 response measurements of 
maxillary and zygomatic bones were selected by the medical expert for the 
convenience of the skull analysis and  92 variables of various measurements on the 
whole skull were treated as independent variables. The IRPCA, MRCD-PCA and 
ROBPCA were then applied to the data. The number of HLPs detected and the 
computer running times by each method are exhibited in Table 1. For quick 
interpretation on the number of detected HLPs, one may refer to Figure 1. It is 
interesting to observe from the graph of Figure 1(a) and 1(b) and Table 1 that both 
IRPCA and MRCD-PCA detect almost the same number of observations as HLPs. The 
IRPCA detected (cases 14, 26, 29, 44 & 55) while MRCD-PCA detected (cases 14, 26, 

29, 44 & 46). As can be expected, the ROBPCA suffers from masking effect where it 
detected more than 5 observations as HLPs (cases 1, 13, 14, 21, 24, 26, 29, 43, 44, 
49, 50, 51, 55 & 56).  It can be seen from Table 1 that the running time for IRPCA is 
much faster than the MRCD-PCA and ROBPCA methods. 
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Table 1: Number of HLPs detected by IRPCA, MRCD-PCA, and ROBPCA, and computation  
time (in seconds). 

Method Number of HLPs detected 
 

Time (in seconds) 
 

IRPCA 
5 

(14, 26, 29, 44 & 55) 

 
3.403458 

 
 

MRCD-PCA 
5 

(14, 26, 29, 44 & 46) 

 
5.618928 

 
 

ROBPCA 
14 

(1, 13, 14, 21, 24, 26, 29, 43, 
44, 49, 50, 51, 55 & 56) 

 
4.183574 

 
 

 

 
 
                                                        (a) 
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      (b) 
 

                                   
(c) 

Figure 1: Index plot of Craniofacial data set based on (a) eight score PC of RMD-IRPCA; (b) eight score PC 

of RMD-MRCD-PCA; (c) eight score PC of RMD-ROBPCA 

4. Conclusion: 
 

The proposed IRPCA is an extension work of ROBPCA.  The proposed IRPCA methods 
and two existing methods namely the ROBPCA and MRCD-PCA are very successful in 
identifying HLPs. However, the ROBPCA suffers from severe swamping effect for less 
than 30% HLPs. The performance of IRPCA and MRCD-PCA  are fairly closed to each 
other  in terms of correct detection of outliers, no masking effects and having very small 
swamping effects.  Nonetheless, the MRCD-PCA algorithm is not straight forward, was 
somewhat computationally cumbersome and, it takes very long computational running 
times. On the other hand, the IRPCA algorithm is quite simple and its computational 
running time is much faster than the MRCD-PCA. 
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